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velocity gradients, but rather encounter rapidly fluctuat-
ing accelerations and velocity gradients with peaks reach-
ing several orders of magnitude above mean values and 
lasting fractions of a second, much shorter than the wave 
period. We calculated the proportion of time zooplank-
ters spent affected (e.g., being damaged, changing behav-
ior) by accelerations or velocity gradients and found that 
a small increase in mean velocity can cause a much larger 
increase in time affected. Animal reaction threshold and 
reaction time also changed the fraction of time they were 
affected by the flow. Using different PIV spatial resolu-
tions showed that inter-vector spacing should be ≤0.5 Kol-
mogorov length (smallest eddy scale) to accurately capture 
velocity gradients along trajectories, but coarser resolutions 
(≤2–6 × Kolmogorov length) are sufficient for velocities, 
accelerations, and zooplankton trajectories.

Introduction

Microscopic planktonic organisms are critical components 
of marine ecosystems. Their dispersal in aquatic environ-
ments, and their interactions with each other as well as with 
nektonic and benthic organisms are affected by the motion 
of the water in which they are carried. The fine-scale water 
flow in the immediate neighborhood of a plankter can 
affect processes such as nutrient or oxygen uptake (Thomas 
and Gibson 1990; Karp-Boss and Jumars 1998), feeding, 
and mating (Peters and Marrasé 2000), can interact with 
swimming to determine the net trajectory of a locomoting 
organism (Karp-Boss et  al. 2000; Grunbaum and Strath-
mann 2003; Koehl et al. 2007; Clay and Grünbaum 2011; 
McDonald 2012), and may even inflict physical damage 
(Thomas and Gibson 1990). Flow near microscopic organ-
isms can also elicit behavioral responses. For instance, 

Abstract  The fine-scale temporal patterns of water veloc-
ities, accelerations, and velocity gradients encountered by 
individual zooplankters carried in ambient flow can affect 
their dispersal, behavior, and interaction with other organ-
isms, but have not yet been measured in realistic flow envi-
ronments. We focused on zooplankton in wavy turbulent 
boundary layer flow near benthic communities because 
such flow affects important processes, including larval set-
tlement and prey capture by benthic zooplanktivores. Flow 
across fouling communities measured in the field was 
mimicked in a wave flume, where time-varying velocity 
fields over biofouled surfaces were quantified using par-
ticle image velocimetry (PIV). Trajectories of simulated 
zooplankters seeded into these flow fields were followed 
to quantify temporal patterns of velocity gradients and 
accelerations that individuals encountered. We found that 
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some species of marine larvae actively react to flow signals 
by altering their swimming behavior (Crisp 1955; Jonsson 
et  al. 1991; Abelson and Denny 1997; Fuchs et  al. 2013, 
2015; Wheeler et al. 2015) or increasing their developmen-
tal rate (Gaylord et al. 2013).

The water flow that carries planktonic organisms in the 
ocean is turbulent, so velocity measured at a single location 
changes rapidly and stochastically in time, and the velocity 
of neighboring parcels of fluid is different. Since a micro-
scopic planktonic organism is carried with the water around 
it, it does not feel local water velocity, but instead might 
sense the acceleration of its body as the water carrying it 
accelerates, and might experience local velocity gradients 
in space sensed as rotations, shears, stretches, or compres-
sions. To determine the temporal patterns of water motion 
that planktonic organisms experience, we must approach 
ocean flows from a Lagrangian (measured moving with the 
local fluid velocity) rather than Eulerian (measured at a sin-
gle point) perspective. A Lagrangian approach has been used 
to elucidate the temporal patterns of chemical cue concentra-
tions encountered by microscopic marine larvae swimming 
in turbulent wave-driven flow over a coral reef (Koehl et al. 
2007) and in gentle flow across early-stage fouling commu-
nities (Koehl and Cooper 2015). A Lagrangian approach has 
also been used in recent studies conducted in tanks in which 
idealized turbulence and waves were produced and larvae 
were tracked to measure water velocities, accelerations, and 
velocity gradients near them (Wheeler et  al. 2013, 2015; 
Fuchs et  al. 2013, 2015). However, to our knowledge, no 
such Lagrangian study has been done to compare the tem-
poral patterns of velocity gradients and accelerations that 
zooplankton experience under different flow conditions that 
they experience in natural habitats. Studies of mechanical 
signals in idealized homogeneous isotropic turbulence in a 
Lagrangian framework (reviewed by Yeung 2002; Toschi and 
Bodenschatz 2009) have revealed that the probability density 
functions (PDFs) of both velocity gradients and accelera-
tions measured in a Lagrangian framework have large tails, 
so fluid particles experience extreme events more often than 
in nonturbulent flows (Toschi and Bodenschatz 2009). These 
studies were done in idealized isotropic homogenous flow 
and thus do not allow prediction of the temporal patterns of 
mechanical signals encountered by organisms traveling in 
more complicated real-world water flow.

Most of the laboratory studies (cited above) of how 
microscopic planktonic organisms interact with the flow 
environment have also been done in idealized flow (i.e., 
grid-stirred turbulence, simple steady shear flow, idealized 
waves, or unidirectional flow). Therefore, in this study, 
we focus on more realistic ocean flows to determine the 
fine-scale fluctuations in accelerations and velocity gra-
dients encountered by individual planktonic organisms. 
Understanding these fluctuations will allow for a deeper 

understanding of the flow plankters experience, the design 
of laboratory flows that accurately capture such temporal 
patterns, and the development of mathematical models of 
the consequences of plankton behavior in flow. We have 
focused on benthic boundary layer flow, which affects 
many important ecological processes, including mass 
exchange between the water column and the benthos, 
recruitment of microorganisms and invertebrate larvae into 
benthic communities, and prey capture by suspension feed-
ers (Nowell and Jumars 1984). In benthic boundary layers 
across rough substrata in the ocean, flows are not isotropic 
or homogeneous, and in shallow habitats, the orbital water 
motion in waves further complicates the flow.

PIV resolution

A powerful technique for measuring the details of how tur-
bulent flow fields change with time is particle image veloci-
metry (PIV): video records of marker particles in flowing 
fluid are taken, and the spatial patterns of pixel bright-
ness in successive frames of the video are used to calcu-
late a map of velocity vectors for each successive pair of 
frames (details in, e.g., Raffel et  al. 1998). When using 
PIV to study the complex flow fields through which organ-
isms move, there is a trade-off between making the field of 
view big enough to see large structures in the flow and to 
follow modeled plankters as they traverse realistic habitat 
features, versus making adjacent vectors in the flow field 
close enough in space to resolve accurately the velocity and 
its spatial gradient. Therefore, it is important to determine 
the PIV resolution necessary to accurately measure velocity 
gradients on the scale of a microscopic organism.

A theoretical estimate of the minimum spatial resolu-
tion necessary for accurate measurements of velocities 
and velocity gradients in turbulent flow is the Kolmogo-
rov scale (η, the scale below which viscosity becomes the 
dominant sink of kinetic energy). The Kolmogorov scale 
is often thought of as the scale of the smallest eddies in 
turbulence and is typically ~56 µm to ~2 mm in the ocean 
(Thorpe 2007). Below the Kolmogorov scale, velocity 
varies smoothly and approximately linearly in space, so 
velocities and their spatial gradients should be resolved 
accurately if the measurement resolution is some order-one 
constant multiplied by η. Knowing whether this constant 
is 1 or 9 is critical to designing experiments to accurately 
measure velocity gradients in turbulent flow at a scale rel-
evant to microscopic organisms.

Several studies of the effect of resolution on the accu-
racy of PIV measurements of Eulerian fluid parameters in 
idealized turbulence showed that coarser spatial resolu-
tion reduces the magnitude of velocity gradients and the 
frequency of measured high-magnitude velocity gradient, 
vorticity, and dissipation events (Worth et al. 2010; Buxton 
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et  al. 2011). Studies suggest that an inter-vector spacing 
of Δx = 3η is necessary to accurately measure time-aver-
aged variance of velocity gradients (Antonia et  al. 1993, 
1994), Δx = η could be necessary to measure the tempo-
ral variance of velocity gradients (Buxton et al. 2011), and 
Δx = ½ η is needed to accurately measure the probability 
density function (PDF) of the velocity gradients (Donzis 
et al. 2008). In turbulent flow, the PDF of the velocity has 
wide tails, which means that very high-magnitude events 
occur more frequently than they would for a variable with 
a Gaussian distribution (Jimenez 1997). Accurately cap-
turing these high-magnitude events, which are likely to 
affect plankton and their behavioral responses, should be 
an important part of Lagrangian analyses to quantify the 
temporal pattern of velocity gradients that plankton experi-
ence when carried in turbulent flow. As far as we are aware, 
the effects of PIV resolution in realistic flows, such as the 
benthic boundary layer flows we consider, have not been 
studied, nor has the effect of PIV resolution been measured 
along Lagrangian trajectories.

Research system

We used larvae of benthic marine invertebrates (size range 
~0.1–1 mm) as model organisms to explore the interaction 
of microscopic organisms with the fine-scale aspects of 
ocean flows that they encounter because larval interaction 
with the fluid flows around them is critical for determining 
where they settle (reviewed by Abelson and Denny 1997; 
Koehl 2007) and because the larvae of some species have 
been shown to react to the fluid flow around them (Fuchs 
et  al. 2004, 2013, 2015; Wheeler et  al. 2013, 2015). The 
process of larval settlement is an important factor affect-
ing the meta-population dynamics of many types of marine 
animals as well as the structure of benthic marine commu-
nities (reviewed in McEdward 1995).

Our study focused on larval settlement into ‘fouling com-
munities,’ the assemblages of organisms living on surfaces 
(including docks and ships) in harbors, bays, and estuaries. 
Fouling communities have been used as systems for study-
ing ecological succession, the process by which communi-
ties are established and develop over time (e.g., Sutherland 
and Karlson 1977; Bram et  al. 2005; Greene and Grizzle 
2007), and for investigating the process of larval settlement 
(reviewed by Koehl 2007). Boat and ship wakes are com-
mon occurrences in such locations and are good examples 
of the fluid flows larvae may experience there while settling. 
We therefore focus on these types of flow.

Objectives of this study

The goal of the research reported here was to determine 
the variations in water motion encountered by individual 

zooplankters along their trajectories in realistic ambient 
flow conditions. To do this, we quantified the temporal 
patterns of velocity gradients and accelerations encoun-
tered by simulated microscopic larvae carried in turbulent 
boundary layer flow across the complex topography of a 
fouling community exposed to waves. The specific objec-
tives of our study were:

1.	 To determine the effects of some examples of different 
ambient water flow conditions typical of harbors on the 
temporal patterns of flow encountered by a larva near a 
fouling community.

2.	 To quantify the consequences of various characteristics 
of larvae (buoyancy, sensitivity to flow signals, time 
required to react to flow signals) on how larvae are 
affected by the temporal patterns of flow signals expe-
rienced.

3.	 Because we used PIV to quantify the complex chang-
ing flow fields in which the larvae were moving, a third 
objective of our study was to determine how the spatial 
resolution of the PIV affected the measured Eulerian 
flow fields, the calculated larval trajectories through 
those flow fields, and the Lagrangian patterns of accel-
erations and velocity gradients encountered along these 
trajectories.

Methods

Field measurements of water flow

To determine a realistic range of flow conditions near foul-
ing communities, we measured water velocity profiles near 
fouling communities on docks at several sites in Pearl Har-
bor (Oahu, HI). Fouling communities in Pearl Harbor are 
subjected to slow water currents and waves due to wind 
chop and the wakes of boats and ships, which is typical 
of flow measured near fouling communities in other har-
bor locations (Okamura 1984; Hunter 1988; Schabes 1992; 
Koehl 2007). We used an acoustic Doppler velocimeter 
(Sontek 16 MHz MicroADV; sampling volume = 0.25 cm3; 
sampling rate = 25 Hz) to measure the water velocity pro-
files near fouled panels (25.4 cm × 30.5 cm) on a dock in 
Pearl Harbor, HI (details given in Holm et  al. 2000). We 
also measured similar water velocity profiles near fouled 
panels at a different site in Pearl Harbor using an electro-
magnetic flowmeter (Marsh-McBirney Model #523), as 
described by Koehl (2007) and Koehl et al. (2013).

So that we could mimic in our laboratory flow tank 
the waves and small-scale stochastic fluctuations in water 
velocities to which fouling communities were exposed in 
the field, we calculated the power spectral density of each 
field velocity record by Welch’s method (examples in 
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Fig. 1; wave frequencies ~0.1–0.6 Hz for these examples) 
(Welch 1967; Rabiner and Gold 1975). Such spectra indi-
cate how much of the variation in velocity is due to fluctua-
tions at different frequencies.

Wave tank experiments

We used an oscillating-flow flume to produce two flow 
regimes that fell within the range of waves we recorded 
in Pearl Harbor (0.1–1.2 Hz, 2–20 cm s−1 peak velocity) 
and that mimicked the fine-scale stochastic velocity fluc-
tuations we measured in the field: ‘lower energy waves’ 
had a lower frequency (~0.1  Hz), slower peak velocities 
(~5 cm s−1), and less energetic stochastic fluctuations than 
did ‘higher energy waves’ (~0.3 Hz, ~20 cm s−1). Exam-
ples of spectra for field and laboratory flow are shown 
in Fig.  1. The stochastic velocity fluctuations in the field 
and flume were a combination of turbulence and interact-
ing eddies shed from the complex bottom topography of 
the fouling community. Our flume design (Fig.  2) is like 
that described by Robinson et al. (2007). Panels on which 

fouling communities had developed in Pearl Harbor were 
attached to the floor of the working section. We used 
freeze-dried (in a Vertis Freezemobile 12ES Lyophilizer) 
fouling communities painted black in order to retain accu-
rate fine-scale topography while avoiding reflections of the 
light from the laser.

In order to measure the flume flow fields for use in 
our simulations, we used PIV to map instantaneous water 
velocity fields. In order to minimize motion blur of the 
marker particles, videos of the lower energy wave flow 
were made at 63 frames per second (980 × 850 pixels reso-
lution), and of the faster higher energy wave flow at 111 
frames per second (1100 × 900 pixels resolution). We used 
PIV software (MatPIV 1.6.1) to calculate water velocities 
for each pair of frames. In order to remove spurious vec-
tors, vectors that differed by more than 1.5 standard devia-
tions from their immediate neighbors were removed in 
the higher energy wave flow, and those that differed from 
their neighbors by more than 2.0 standard deviations were 
removed in the lower energy wave flow. No spatial filtering 
was done, in order to preserve the highest velocity gradients 
present in the flow field, though a temporal Butterworth 
filter with cutoff frequencies of 2 Hz for the lower energy 
wave and 11.1 Hz for the higher energy wave flow condi-
tions was applied at each PIV grid position through time to 
remove noise in the temporal domain (rational explained in 
Biewener and Full 1992). Our PIV experimental conditions 
are within the range recommended for accurate PIV: The 
average particle size was 3–7 pixels, somewhat larger than 
the ideal of 2 pixels; our dynamic range was 6–8 bits/pixel, 
well above the 4 that is needed (See Raffel et al. 1998 Ch. 
5 for more details of recommended parameter ranges) (see 
Online Resource 1 for an example experimental video with 
PIV vectors).

To test the effects of PIV resolution, flow fields of three 
different resolutions were created from the same initial 
video by using PIV sampling windows of 32 × 32 pixels, 
64 × 64 pixels, and 128 × 128 pixels with windows 50 % 

Fig. 1   Power spectral density (PSD) for examples of water flow 
measured across fouling communities on docks at different sites in 
Pearl Harbor, HI, and for the flume flow conditions we used. Dashed 
straight lines above and below the high-frequency data indicate a 
−5/3 slope, which is characteristic of the inertial subrange of turbu-
lent flow (Davidson 2004; Thorpe 2007). Error bars indicate 95  % 
confidence intervals (CIs) and are approximately the size of the thick-
ness of the dashed line for wave tank data. Both PSDs and CIs were 
computed using Welch’s method in MATLAB using half overlapped 
windows of sizes 32 s for lower energy waves in the flume, 18 s for 
higher energy waves in the flume, 41 s for the field data represented 
with the solid black line, and 51  s for field data represented by the 
solid gray line. PSD and CIs for the flume data were calculated 
from several runs concatenated in phase: three runs of 32  s for the 
lower energy wave flow, and five runs of 18 s for the higher energy 
waves flow. The peak water speeds of the waves in the field due to 
ship wakes could be as high as 10–20 cm s−1 (Koehl et al. 2013), but 
the examples for the spectra shown here had mean peak velocities 
of 7.5 cm s−1 (SD = 2.5, n = 63 waves; black line) and 2.1 cm s−1 
(SD  =  0.4, n  =  106 waves; gray line). The flume higher energy 
waves (black dotted line) had a mean peak velocity of 22  cm  s−1 
(SD = 0.7, n = 29 waves), and the flume lower energy waves (gray 
dotted line) had a mean peak velocity of 5.5  cm  s−1 (SD =  0.15, 
n = 8 waves)

Fig. 2   A diagram showing the experimental setup of the oscillating-
flow flume (not to scale)
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overlapped. At all resolutions a multi-pass PIV algorithm 
with three passes was used in order to detect large displace-
ments in fast flow (initial window size of 64 ×  64 pixels 
used for the 32 × 32 pixel resolution, and initial window 
size of 128 ×  128 pixels used for the other two resolu-
tions). The distance between adjacent velocity vectors was 
2.01, 4.02, and 8.03  mm for the three resolutions in the 
lower energy wave flow, and 1.76, 3.52, and 7.03 mm in the 
higher energy wave flow. In the rest of the paper, we will 
refer to these three resolutions as fine, medium, and coarse 
resolution, respectively. If measurements matched between 
the fine and medium resolution, we concluded that both 
resolutions were sufficient to accurately make that meas-
urement. If measurements did not match, we concluded 
that the medium resolution was insufficient, but cannot 
make a determination about the fine resolution. Our lowest 
resolution of 32 × 32 pixels was chosen such that it would 
still achieve the necessary particle seeding density of 5–10 
particles per integration window for accurate PIV (Raffel 
et al. 1998). Our fine resolution had on average 11–12 par-
ticles per window with a lower bound of around 8.

An example of an instantaneous PIV flow field from 
each resolution are shown in Fig. 3. The four spatial gra-
dients that can be determined in two dimensions (∂u/∂x, 
∂w/∂z, ∂u/∂z, and ∂w/∂x, where u is the velocity in the 
x direction, and w is the velocity in the z direction) were 
calculated from the measured flow field using central dif-
ferences. In the flume, the x direction was the direction in 
which waves propagate and the z direction was vertical.

General characteristics of the flow for each flow type 
and at each resolution are listed in Table  1 along with a 
comparison to idealized flows. We calculated the dissipa-
tion rate, ε, for each PIV grid location at each time accord-
ing to ε =  0.5 (u′)3/L where 0.5 is an empirical constant, 
u′ is the fluctuating velocity, and L is a size scale cor-
responding to the most energetic motions in the flow; we 
use L =  5.5  cm, half of the flume’s smallest dimensions 
(de Jong et  al. 2008). We then calculated the Kolmogo-
rov length, η, at each PIV grid location at each time point 
according to η = (ν3/ε)1/4 (Pope 2000). For the sake of cal-
culating ε and η, we found u′ by removing the wave veloc-
ity from our PIV flow fields using a notch filter from 0.1 to 
0.7  Hz in higher energy waves and 0.04–0.3  Hz in lower 
energy waves flow. The scaling argument for ε above has 
been shown to be accurate to within a factor of two in iso-
tropic homogeneous turbulence, which means calculations 
of η should be accurate to within 20 % (Variano and Cowen 
2008; de Jong et  al. 2008). Errors in our realistic wavy 
flows might be somewhat different, though we are aware 
of no other established techniques for calculating ε and η in 
turbulent, wavy flow. We chose to use the scaling argument 
above rather than direct calculation of ε from measured 

velocity gradients since under-resolved PIV results in low 
estimates for ε, with errors that would likely depend on 
spatial location relative to the substratum for our realistic 
flows (Tanaka and Eaton 2007; de Jong et  al. 2008). To 
compare our real flows to idealized isotropic homogeneous 
turbulent flows, we also calculated the approximate vari-
ance of transverse velocity gradients as ε/(7.5ν) and longi-
tudinal velocity gradients as ε/(15ν) in isotropic homogene-
ous turbulence, where ν is the kinematic viscosity of water 
(Pope 2000).

Fig. 3   Example frame from PIV at each of the three resolutions, 
including one example larva trajectory that was started at the same 
location and time in each of the three flow fields. While the PIV vec-
tors are an example from a single time point, the overlaid trajectories 
result from simulating the motion of a passive tracer in the measured 
PIV flow field that changes in time as described in Eq. 1. The dura-
tion of this trajectory is 1.3 s. Missing vectors at the bottom are due to 
the presence of the rough biological substratum. This example is from 
the higher energy wave flow condition. a PIV with fine resolution. b 
PIV with medium resolution. c PIV with coarse resolution. Colors for 
each resolution match those in Figs. 5, 6, and 7. All PIV vectors have 
the same scale as shown in b
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Calculation of larval trajectories in measured water 
flow

To determine the temporal patterns of velocity gradients 
and accelerations the larvae encountered, larvae were 
modeled as passive tracers in the time-varying flow fields 
measured in the wave tank with PIV. In order to determine 
whether the spatial resolution of the PIV measurements 
changed larval trajectories or the temporal pattern of veloc-
ity gradients and accelerations they experienced along 
those trajectories, we ran the model using the PIV meas-
urements taken at different resolutions (fine, medium, and 
coarse). For all flow conditions and PIV resolutions, we 
seeded the flow field with 2000 larvae at random locations 
at a steady rate in time (6 larvae/frame for the first 350 
frames in higher energy wave flow and 3 larvae/frame for 
the first 650 frames at the lower energy wave flow). Larvae 
were seeded over time as well as space because they can 
be swept out of the field of view and we wanted to sample 
all phases of the wavy flow. The same initial start locations 
and times were used at all three PIV resolutions for each 
flow condition. The position of the larvae in frame n was 
determined as:

where x is the 2D vector location of the larva, un is the 
2D fluid velocity in frame n as measured using PIV, n and 
n −  1 refer to the frame number, ∆t is the time between 
adjacent frames in the video (16 ms for lower energy wave 
and 9 ms for higher energy wave videos), and vg is a sink-
ing or rising velocity for nonneutrally buoyant larvae or 
eggs. The expression un−1(xn−1) indicates that the veloc-
ity field in frame n−1 was evaluated at position xn−1, the 
position of the larvae in frame n−1, not that the two val-
ues were multiplied.   The velocity, un, was interpolated 
from the PIV grid to the location of the larva using one-
dimensional cubic spline interpolation in each dimension 
(Mathews and Fink 1999).

We chose completely passive neutrally buoyant larvae 
as the most simple model for a first analysis of resolution 
effects by setting vg = 0. We also ran the model for parti-
cles with a sinking velocity of 1.5 mm s−1, which is simi-
lar to reported sinking velocities for larvae of molluscan 
veligers (Chia et al. 1984; Hadfield and Koehl 2004; Chan 
2012), polychaetes (Butman et al. 1988), and various crus-
taceans (Chia et al. 1984). Calculations were also performed 
for particles with a rising velocity of 1.5 mm s−1, which is 
in the range of rising speeds for eggs of some sea urchins 
(Thomas 1994) and corals (Szmant and Meadows 2006). 
Simulated trajectories were ended when the larvae or eggs 
exited the field of view or touched down on the substratum 
at the bottom. We removed any trajectories with durations 
shorter than 0.08 s. This gave n = 1931 larval trajectories 

(1)xn = xn−1 + un−1(xn−1)�t + vg�t
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for the lower energy wave flow and n =  1802 trajectories 
for the higher energy wave flow at all three PIV resolutions.

The linear combination of pathline-following with sink-
ing or rising that we used in Eq.  1 is a reasonable first 
approximation and a practical place to start investigating 
the effects of density. While this is accurate for small, neu-
trally buoyant larvae that do not move relative to the fluid, 
nonneutrally buoyant larvae may also be moved preferen-
tially into or out of eddies due to fluid acceleration (Maxey 
and Riley 1983; Toschi and Bodenschatz 2009). For trac-
tability of calculation, we also neglect other fluid forces 
on the larvae that are negligible for bodies that move rela-
tive to the fluid at low Reynolds number (Maxey and Riley 
1983).

To quantify the effect of resolution on trajectories, we 
use the trajectories of larvae calculated starting from the 
same points in the water column but using velocities that 
were measured using the fine, medium, or coarse PIV reso-
lutions. We then calculated the difference in the endpoint of 
the trajectories calculated in fine versus medium and fine 
versus coarse flow as a function of time along the trajec-
tory. We then normalized these differences by the length of 
the fine trajectory as a function of time along the trajectory 
to get deviation as a percent of the total distance traveled. 
This percent deviation was then averaged for all the larvae 
to create an average percent deviation as a function of time 
along the trajectory. This average was only computed if at 
least 10 trajectories were available, which limited the time 
along trajectories to less than 1.3 s in higher energy wave 
flow and less than 4.9 s in lower energy wave flow. A simi-
lar calculation of average percent deviation along trajecto-
ries was performed to determine the effect of larval buoy-
ancy on larval trajectories by performing the same analysis, 
but comparing larvae with a sinking or rising velocity with 
neutrally buoyant larvae, all started in the same location in 
the same flow field.

One limitation of our method is that the flow fields we 
measured and the larval trajectories we simulated were 
both two dimensional. However, we expect this to reflect 
accurately the largest spatial gradients in the flow field 
because we captured flow in the direction of wave propaga-
tion (x) which has the largest mean flow velocity, and in the 
direction that cuts across the benthic boundary layer normal 
to the surface of the fouling community (z), which has the 
largest mean velocity gradient. Because of this, and since 
magnitudes of the three components of velocity fluctuation 
in shear layers are typically roughly the same (Townsend 
1980; Raupach et al. 1991), we expect the flow velocities, 
velocity gradients, and accelerations in the direction (y) not 
captured in our videos should be comparable to or smaller 
than in the two directions we measured. The accelerations 
we measure, however, are a lower bound, as they do not 
include any temporal changes in velocity in the y-direction.

Calculation of temporal patterns of mechanical signals 
along larval trajectories and effect on larvae

Once we used the above procedure to determine the tra-
jectories larvae follow in the flow, we then determined the 
temporal pattern of body accelerations and spatial gradients 
in the flow field that they experienced along these trajec-
tories. Accelerations of larvae were determined from fluid 
velocities interpolated to the larva’s position and with cen-
tral differences in times (Mathews and Fink 1999). Spatial 
gradients along larval trajectories were interpolated to the 
larva’s position using one-dimensional cubic spline inter-
polation in each dimension.

We explored how larvae or eggs might be affected by 
instantaneous flow conditions that they encountered along 
their trajectories by assuming that they are affected by 
gradients or accelerations above threshold values. Effects 
could include a cessation or change in swimming or feed-
ing behavior (Finelli and Wethey 2003; Fuchs et al. 2004, 
2013), though none was included in this model, a physi-
ological change, such as an increase in larval development 
rate (Gaylord et al. 2013), or damage (Thomas and Gibson 
1990). We calculated the fraction of time that larvae were 
affected by the flows measured at the three different resolu-
tions. The simulated larvae were assigned a threshold for 
one fluid flow parameter (e.g., ∂u/∂z or a) and were con-
sidered to be affected when the value of that parameter 
along their trajectory was above the threshold value. In our 
simulation, no change in larvae behavior was induced by 
the flow that would alter the larval trajectory, although this 
type of coupling would be an interesting avenue for further 
study.

To have our simulated larvae affected by the flow in 
the way similar to real marine larvae, the flow parameter 
(∂u/∂z or a) had to remain above the threshold for a time 
period long enough for a larva to detect and react to the 
signal (treact) for the larva to be affected by the flow. We 
also incorporated a lag time (tresume) for a larva to resume 
its nonreacting behavior and stop being affected by the 
flow after the flow signal fell below threshold. An exam-
ple of the time that a single larva spends affected by the 
flow along its trajectory is shown in Fig. 4. Because veliger 
larvae retract their velar lobes when disturbed, they pro-
vide a system in which we could measure treact and tresume 
(Table 2). We report here our results from simulations using 
typical times for veliger reactions to mechanical stimuli: 
treact = 0.08 s and tresume = 1.2 s. We ran simulations using 
other lag times and found that our qualitative results on 
the sensitivity of larval experience to the resolution of the 
flow field were not affected by changes in these times in the 
range 0.06 s < treact < 0.08 s and 0.03 s < tresume < 3.6 s (see 
Table 2 for examples of measured treact and tresume).
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Results

Effects of spatial resolution of PIV measurements

Table 1 lists some of the general characteristics of the two 
flow regimes (lower energy wave and higher energy wave) 
used in this study; these statistics were calculated using 
PIV data taken at fine, medium, and coarse spatial resolu-
tions. The mean absolute values for the horizontal and ver-
tical flow velocities averaged over space (all spatial points 
in an instantaneous flow field) and time (all instants in a 
video) were significantly different (95 % confidence inter-
vals did not overlap) between the different PIV resolutions, 
with higher values at finer resolutions. Similarly, the mag-
nitudes of the velocity gradients averaged over both space 
and time were significantly greater for finer PIV resolu-
tions. In contrast, PIV resolution did not change the Kol-
mogorov scale (η) or rate of dissipation of turbulent kinetic 
energy (ε) averaged over space and time. Velocity gradient 
estimates for isotropic homogenous turbulence with the 

same ε as our flow match our measured velocity gradients 
within a factor of two, which is approximately the accuracy 
of our ε values, except for the case of ∂w/∂x. This longitudi-
nal velocity gradient for w, the flow velocity perpendicular 
to the substratum, is lower than the estimate by more than 
a factor of two, which may be explained by the fact that 
perpendicular flows are suppressed by the presence of the 
substratum, so w and its gradients should be smaller than in 
unbounded isotropic homogenous flow.

The variability of various aspects of the water flow is 
better shown by the probability density functions (PDFs) 
for these parameters. Examples of the PDFs for vertical 
water velocities (w) and for the vertical spatial gradients 
in horizontal flow velocity (∂u/∂z) are shown in Fig.  5, 
calculated using PIV data with different spatial resolu-
tions. When the PDFs of fine and medium resolution over-
lap, this indicates that our fine and medium PIV data both 
have sufficient resolution to accurately measure the verti-
cal velocity. There is a near overlap of the PDFs of vertical 
velocities measured at the medium and fine PIV resolutions 
in both flow conditions (Fig.  5a,c). That the PDF for the 
coarse-resolution PIV is different in this example indicates 
that the coarse resolution is not well enough resolved to 
accurately measure vertical velocity. We saw similar results 
for the PDFs of horizontal velocity, u, and conclude that the 
fine and medium PIV resolutions were adequate to meas-
ure velocity flow conditions and that errors are likely to be 
small.

Although the PDFs of velocities nearly overlap for 
the three resolutions, the PDFs of the spatial gradients in 
velocity do not. The lack of overlap for any of the lines 
in Fig.  5b,d indicates that neither the medium nor coarse 
PIV resolutions were sufficient to measure Eulerian spa-
tial gradients in velocity such as ∂u/∂z. We saw a similar 
lack of overlap for the other spatial gradients, ∂u/∂x, ∂w/∂z, 
and ∂w/∂x and conclude that the medium and coarse PIV 
resolutions are insufficient to accurately measure spatial 
gradients in both lower energy wave and higher energy 
wave flow fields. Without even higher resolution PIV, we 
cannot say whether the fine resolution we tested is suffi-
cient. The parts of the PDFs that are most different between 

lag time to resume normal 
behavior, tresume

lag time to 
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Fig. 4   Value of ∂u/∂z as measured along a larval trajectory in the 
fine-resolution PIV flow field for the higher energy wave flow condi-
tion. The dashed purple horizontal line is an example of a threshold 
value above which this larva would be affected by the hydrodynamic 
signal. The dashed purple vertical lines indicate when the signal is 
at the threshold. The orange portion of the ∂u/∂z line indicates when 
this simulated larva would be affected by the ∂u/∂z signal according 
to our model (treact =  0.08  s and tresume =  1.2  s). The colored bars 
at the bottom of the graph indicate the time that this larva spends 
affected (red) and not affected (green)

Table 2   Examples of reaction times (treact) and resumption times (tresume) for various marine molluscan veliger larvae

Species Stimulus treact (SD, n) tresume (SD, n) Source

Phestilla sibogae (sea slug) Water acceleration  
(d|u|/dt = 6–25 cm s−2)

0.1 s (0.1, 4) 0.8 s after water motion 
stopped (0.6, 11)

Videos of larvae in microfluidic 
device (R.E.P. and M.A.R.K., 
unpubl. data)

Phestilla sibogae Bump into obstacle 0.08 s 1.2 s Online Resource 2 (R.E.P., 
unpubl. data)

Phestilla sibogae Dissolved settlement cue 1.1 s (0.7, 8) 0.8 s (2.9, 7) Hadfield and Koehl (2004)

Ostrea sandvicensis (oyster) Spontaneous retraction na 1.3 s (0.3, 3) Videos of larvae in still water 
(R.E.P., unpubl. data)
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the three PIV resolutions are the tails, indicating that at the 
coarser resolutions we are missing mainly low-probability, 
but high-magnitude, events. Do these infrequent but large 
events significantly change the temporal pattern of mechan-
ical signals to larvae traveling in these flow fields? To 
answer this question we switch to a Lagrangian framework 
to examine measurements taken along larval trajectories.

Since the PDFs reveal that our PIV resolutions are suf-
ficient or nearly sufficient to measure velocity, we expect 
that larval trajectories should be accurate at all 3 resolu-
tions. Indeed, as illustrated by the example shown in Fig. 3, 
PIV resolution had little effect on larval trajectories. We 
found that simulated larval trajectories measured at coarse 
resolution separated from those measured at fine resolution 
on average less than 9 % of the distance along the trajec-
tory, and those measured at medium resolution separated 
on average less than 5 % of the distance along the trajec-
tory for trajectories in both lower and higher energy wave 
flows.

We also explored the effect of the spatial resolution of 
PIV on the temporal patterns of velocity gradients and 
accelerations along simulated larval trajectories. An ini-
tial qualitative sense for whether the resolution of the 
flow field changes our predictions of larval experience 
can be seen in Fig.  6, which shows the temporal pattern 

of accelerations and velocity gradients experienced along 
example larval trajectories calculated using the three PIV 
resolutions. At the best resolution (fine), both the velocity 
gradients (Fig. 6a) and the accelerations (Fig. 6b) reached 
higher magnitudes and fluctuated more rapidly in time than 
at lower resolutions. As the resolution was decreased, the 
trace became smoother, reaching lower peak magnitudes 
and varying more slowly. By looking at the example of a 
threshold above which larvae would be affected by the flow 
(shown as a dashed line in Fig. 6a), it is clear that analysis 
using fine-resolution PIV data predicted more time affected 
than did analysis using medium resolution. The effect is so 
strong that coarse resolution in this example produced no 
time affected.

In order to make this analysis more quantitative, we 
computed the fraction of time each larva spent affected by 
velocity gradients or accelerations as it traveled along its 
trajectory through each flow field at the three PIV resolu-
tions. We then calculated the mean of this fraction of time 
for all larvae and a range of thresholds. We found that, 
except at very low thresholds, there was a significant dif-
ference (i.e., 95  % confidence intervals did not overlap) 
between the three PIV resolutions in the fraction of time 
that larvae spent affected by velocity gradients (Fig.  7). 
This difference was most pronounced for those simulated 

Fig. 5   Probability density functions (PDFs) for the flow field meas-
ured with PIV. The three lines are PDFs from the three different reso-
lutions of PIV. Blue fine PIV. Red medium PIV. Green coarse PIV. 
Thinner lines represent 95  % confidence intervals determined using 
bootstrapping. Probabilities of measuring values of a vertical veloc-
ity, w, in the lower energy wave flow field, b one spatial gradient, 
∂u/∂z, in the lower energy wave flow field. c Vertical velocity, w, in 

the higher energy wave flow field. d One spatial gradient, ∂u/∂z, in 
the higher energy wave flow field. PDFs were made by first creating 
a histogram of the measured value of the velocity or spatial gradient 
at all locations in all frames of the PIV flow field, then dividing by 
the total number of values. Each histogram has 100 bins. Confidence 
intervals were determined using bootstrapping with replacement to 
generate 1000 replicate data sets
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larvae with higher thresholds. For instance, at a threshold 
of ~22 s−1 (straight purple line in Fig. 7c), larvae simulated 
in the higher energy wave flow measured with fine resolu-
tion spent around 2  % of their time affected by the flow, 
while larvae simulated in the medium-resolved flow spent 

around 0.4 % of their time affected, and larvae simulated 
in the coarsest resolved flow spent no time affected by 
the flow because they never experienced gradients above 
the threshold for a long enough time to be affected. Since 
the 95 % confidence intervals do not overlap for the three 
flow-field resolutions in either higher energy wave or lower 
energy wave flow, we can conclude that our coarse and 
medium PIV resolutions were not sufficient to accurately 
measure larval experience of spatial gradients in these flow 
conditions.

Unlike the velocity gradient, the fraction of time larvae 
spend affected by accelerations at the three different PIV 
resolutions is similar. The 95 % confidence intervals over-
lap between fine and medium resolutions at all thresholds 
for both flow conditions, and the 95 % confidence intervals 
for fine and coarse resolutions overlap for all thresholds in 
the higher energy waves and nearly all thresholds for lower 
energy waves (Fig.  7b,d). These results indicate that the 
fine and medium PIV resolutions were sufficient for meas-
uring larval experiences of acceleration in both of these 
flow fields.

The time that larvae take to react to mechanical sig-
nals, and the time to resume normal behavior after the 
signal ends also determine the time they are affected 
by flow. We found that changes in reaction and resump-
tion times in the range 0.06  s <treact  <  0.08  s and 
0.03  s  <  tresume  <  3.6  s did not alter the effects of PIV 
resolution on the mean fraction of time that larvae spend 
affected by flow. However, if treact falls outside this range, 
the fraction of time affected by acceleration does differ 
between the three PIV resolutions (95  % CI’s overlap 

Fig. 6   Value of ∂u/∂z (a) and magnitude of acceleration (b) as meas-
ured along a larval trajectory in the higher energy wave flow field 
at three resolutions. The larval trajectory can be seen in Fig. 3. The 
three lines are from larval trajectories in the three different resolu-
tions. Blue fine PIV. Red medium PIV. Green coarse PIV. The dashed 
purple line is an example of a threshold value above which this larva 
would be affected by the hydrodynamic signal

Fig. 7   Mean fraction of time 
larvae spend affected by veloc-
ity gradients and accelerations 
in flow. Varying thresholds 
above which larvae would 
be affected are shown on the 
x-axis. The three lines represent 
the three different resolutions 
as labeled; the shaded areas 
and lighter lines are 95 % 
confidence intervals. Blue fine 
PIV. Red medium PIV. Green 
coarse PIV. The purple line is 
an example of a threshold value 
above which this larva would be 
affected by the hydrodynamic 
signal
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for all three resolutions or none in the lower energy flow, 
rather than only medium and fine overlapping).

Temporal patterns of acceleration and spatial gradients 
in velocity encountered by larvae with different 
sensitivities

We use the finest resolution PIV data (blue lines in Figs. 3 and 
5, 6, 7) to investigate the temporal patterns in the accelerations 
and spatial gradients in velocity along the trajectories of our 
simulated larvae. Examples of the ∂u/∂z and the accelerations 
encountered by a larva in the higher energy wave flow regime 
are plotted as a function of time in Fig. 6. It is obvious that the 
magnitude of velocity gradients and accelerations encountered 
by a larva fluctuate rapidly, with peaks lasting just fractions of 
a second. Our Lagrangian analysis of simulated larvae showed 
that larvae are not subjected to steady velocities or velocity 
gradients when traveling in realistic wavy, turbulent flow.

We computed the fraction of time each larva spent 
affected by velocity gradients or accelerations, as it trave-
led along its trajectory through the lower energy wave or 
the higher energy wave flow field, and then averaged for all 
larvae in each flow condition. Since the thresholds above 
which marine larvae of different species react (e.g., by 
being damaged, by changing behavior) are not yet known, 
we did our computation for a range of possible thresholds. 
In Fig. 7, the fraction of time larvae were affected is plot-
ted as a function of the threshold magnitude of a velocity 
gradient or of acceleration required for larvae to be affected 
by the flow. The less sensitive a larva was (i.e., the higher 
the threshold), the smaller the proportion of time it spent 
affected as it traveled in each of the flow fields we stud-
ied. For larvae in higher energy flow that are affected by 
acceleration, the fraction of time affected decreased lit-
tle as threshold to be affected was increased for thresh-
olds between 0 and 40 cm s−2 but decreased steeply with 
increases in threshold for higher thresholds; this plateau is 
not seen for larvae affected by velocity gradients.

We explored the effect of larval reaction time (treact) and 
resumption time (tresume) on the fraction of time larvae are 
affected by accelerations or velocity gradients. Increasing 
treact from 0.04 s to 0.12 s decreases the fraction of time the 
larvae spend affected for both acceleration and velocity gradi-
ent thresholds. This indicates that the temporal pattern of both 
of these quantities fluctuates substantially on these timescales. 
Changing tresume has a much weaker effect on the fraction of 
time larvae spend affected, although increasing this time also 
increases the fraction of time larvae spend affected by flow.

Effects of larval buoyancy

If a simulated larva sinks or rises (at 1.5  mm  s−1), the 
trajectory it follows through either of the flow fields we 

studied differs from the trajectory it would have taken if it 
were neutrally buoyant, as can be seen from some exam-
ple trajectories plotted in Fig. 8. The relative significance of 
this difference depends on the flow field. We found that in 
the lower energy wave flow, sinking larvae separated from 
rising larvae by distances that were on average 10–20  % 
of the distance each had travelled along its trajectory. In 
higher energy wave flow, which carried larvae at higher 
velocities, the same sinking and rising speeds led sinking 
larvae to separate from rising larvae on average 2–6 % of 
the distance along the trajectory. Thus, for the length of 
time we follow simulated larvae in this study, the trajecto-
ries of sinking and rising larvae separate substantially from 
each other in lower energy wave flow but not in higher 
energy wave flow. Nonetheless, the mean fraction of time 
larvae spent affected by spatial gradients in velocity or 
accelerations was not significantly different between neu-
trally buoyant, sinking, and rising larvae when measured in 
either higher or lower energy wave flow measured at any 
of the three PIV resolutions (the lack of significance deter-
mined by overlapping 95  % confidence intervals). Thus, 
our results above, including those about PIV resolution, are 
valid for sinking, rising, and neutrally buoyant larvae.

Effects of wave size

The magnitude of the oscillating water velocities in the 
waves in the higher energy wave flow we tested was greater 
than in the lower energy wave flow. The mean magnitudes 
of the horizontal and vertical velocities were roughly 4 
times greater in the higher energy wave flow than they were 
in the lower energy wave flow (Table 1), and the Kolmogo-
rov scale was smaller (η = 0.06 cm for the higher energy 
wave, and 0.2  cm for the lower energy wave). Although 

Fig. 8   Example larvae trajectories for the same start location (shown 
as a black dot) for a passive larva (black solid line), a larva with 
1.5  mm  s−1 rising velocity (cyan dashed line), and a larvae with 
1.5 mm s−1 sinking velocity (magenta dotted line). All larvae are sim-
ulated in the lower energy wave flow field at fine resolution according 
to Eq. 1. One frame of PIV vectors from this flow field is shown in 
the background for reference
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mean velocities were only 4 times greater in the higher 
energy wave flow than in the lower energy wave flow, the 
fraction of time that larvae spent affected by velocity gra-
dients or accelerations could be as much as an order of 
magnitude greater in the higher energy wave flow (Fig. 7). 
In addition, the threshold velocity gradient or acceleration 
above which larvae were never affected was much higher in 
the higher energy wave flow than in the lower energy wave 
flow.

Discussion

Biological implications

Most field and laboratory studies and models of how ocean 
flows affect planktonic organisms use statistical descrip-
tions of turbulent mixing, currents, or boundary layers to 
examine physical effects on biological patterns or pro-
cesses, whereas we studied the fine-scale temporal patterns 
of variations in water motion encountered by individual 
zooplankters carried in realistic ambient flow. We quanti-
fied the temporal pattern of velocity gradients, and acceler-
ations encountered by individual zooplankters swimming in 
a turbulent boundary layer across a rough benthic commu-
nity exposed to different wave conditions. Recent studies 
both in the field (Sutherland et al. 2011) and in turbulence 
and wave tanks (Wheeler et  al. 2013, 2015; Fuchs et  al. 
2013) have studied planktonic animals swimming in mov-
ing water using video tracking of the animals coupled with 
simultaneous PIV to determine the motions of the animals 
relative to the water around them. These studies were able 
to determine how motions of zooplankton were affected 
both by the movement of the water and by the responses of 
the animals, but did not magnify the organisms sufficiently 
to reveal the behavioral mechanisms underlying those 
responses. In our work, we also use PIV to determine the 
instantaneous water motions in turbulent flow encountered 
by individual zooplankters, but rather than tracking actual 
animals, we use computer simulations of microscopic 
organisms whose physical characteristics and behavio-
ral responses can be varied. This approach enables us to 
explore how varying these features of the organisms affects 
their transport in realistic ocean flow. In addition, quantify-
ing the temporal pattern of flow signals (i.e., accelerations 
and velocity gradients) encountered by planktonic animals 
also provides information for the future design of flow 
devices that expose zooplankters to these realistic flow pat-
terns under a microscope so that details of their behavioral 
responses (e.g., changes in swimming kinematics, response 
times) can be measured. For generality, we have quantified 
for our model larvae the ‘time affected’ by velocity gradi-
ents or accelerations above a threshold value (Fig.  4). In 

future studies, this abstract term could be replaced with a 
more concrete description of the actual effect, such as time 
sinking, time swimming, or time damaged, as appropriate.

By following individual plankters carried in turbulent 
wavy flow, we found that the accelerations and gradients in 
velocity that the animals experience fluctuate rapidly (time-
scale of fractions of a second, much more rapid than the 
wave period) and often reach values much higher than the 
mean. Thus, the average velocity gradient values shown in 
Table 1 (either measured directly or estimated from ε) do 
not give a full sense of what plankters experience in real-
istic flow. This matches results from Lagrangian measure-
ments in idealized turbulent flows (Toschi and Bodenschatz 
2009) and Lagrangian calculations of instantaneous vortici-
ties in a turbulent boundary layer (Koehl and Cooper 2015). 
These results caution against the common practice of mod-
eling particle or larval transport using steady time-averaged 
flow characteristics (e.g., Jeffery 1922; Bretherton 1962; 
Grunbaum and Strathmann 2003; Gross et  al. 1992). For 
example, calculating larval transport to a coral reef using 
a time-averaged concentration gradient of a dissolved set-
tlement cue overestimated settlement rates by up to 15 % 
when compared to calculations using time-varying, fine-
scale cue concentrations encountered along larval trajecto-
ries (Koehl et al. 2007). Similarly, our results suggest that 
using steady shear to measure the reactions by, transport of, 
or damage to plankters (e.g., Mead and Denny 1995; Karp-
Boss et al. 2000; Durham et al. 2009; Clay and Grünbaum 
2010) may not reveal how these organisms are affected by 
the short bursts of high velocity gradients they experience 
in realistic water flow. For example, if swimming larvae are 
rotated by velocity gradients so that their swimming direc-
tion is changed (e.g., Strathmann and Grunbaum 2006; 
Chan 2012), they experience frequent brief reorientations 
in random directions in realistic turbulent flow (Koehl 
and Cooper 2015) that are quite different from the steady 
reorientation in time that would be predicted by using an 
average velocity gradient. Our model could be extended to 
include model plankton that swim through the water that is 
carrying them and that are rotated by the rapidly varying 
velocity gradients they encounter.

Laboratory experiments using steady shear cells have 
shown that planktonic animals can be damaged by veloc-
ity gradients above some threshold (Thomas and Gibson 
1990; Mead and Denny 1995; Denny et al. 2002). If a brief 
experience of high acceleration, stretching, or shearing can 
damage organisms, our demonstration that zooplankters 
frequently encounter accelerations and velocity gradients 
much higher than the mean suggests that there may often 
be conditions that damage organisms even if the mean val-
ues of the gradients or accelerations are well below the 
damage threshold. For example, if we consider larvae in 
the higher energy wave flow we studied, we find that even 
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if the threshold for damage in ∂u/∂z is 10 times above the 
mean ∂u/∂z magnitude of 3.3 s−1, larvae still spend around 
1 % of their time experiencing velocity gradients above this 
threshold and thus may be damaged. On the other hand, if 
the tissues of plankters have the time-dependent mechanical 
properties typical of many biomaterials (e.g., Vogel 2013), 
they may be able to resist the brief forces they experience 
in realistic water flow, but not steady sustained loads of the 
same magnitude as measured in the laboratory. Thus, our 
study suggests that intermittent pulses of velocity gradients 
or accelerations should be used to assess susceptibility to 
flow-induced damage by various types of zooplankters.

Our study also revealed that a small increase in mean 
ambient flow velocity (or dissipation rate, ε) can lead to 
a much larger increase in the fraction of time larvae can 
be affected by flow. We found that, although mean veloci-
ties were only four times greater, and dissipation rates 
were only five times greater in our higher energy wave 
flow than in our lower energy wave flow, the fraction of 
time that larvae spent affected by velocity gradients or 
accelerations could be as much as several orders of mag-
nitude greater in the higher energy wave flow (Fig.  7). 
For example, for larvae that are not very sensitive to 
flow (i.e., affected less than 1  % of the time), the frac-
tion of time spent affected by the flow can be two orders 
of magnitude greater in the higher energy waves than in 
the lower energy waves. At some higher thresholds, larvae 
in the higher energy waves spend up to 2 % of their time 
affected, while the larvae in the lower energy wave are not 
affected at all. In addition, we found that the threshold 
velocity gradient or acceleration above which larvae were 
never affected was much higher in the higher energy wave 
flow than in the lower energy wave flow. These results 
that larvae are affected by flow much more in higher 
energy wave than lower energy waves are consistent with 
previous observations of thresholds in the dissipation rate 
(ε) or fluid acceleration of the water flow above which 
larval behaviors are observed (Fuchs et  al. 2004, 2013, 
2015; Wheeler et  al. 2015). The differences in flow that 
we investigated, and which are representative of flow near 
fouling communities, cover only a small range of the flow 
variation present between different locations in the ocean. 
Thus, we expect that the change in the temporal pattern of 
accelerations and velocity gradients that occur as organ-
isms approach a coastal habitat (Gaylord et  al. 2013) 
could result in a very large change in the fraction of time 
they are affected by the flow.

Larval characteristics, such as reaction sensitivity, reac-
tion time, and buoyancy, can change their fate in a given 
water flow field. The lower the sensitivity of larvae to veloc-
ity gradients or accelerations (i.e., the higher their thresh-
old values), the smaller the proportion of time they spend 
affected by flow as they travel in each of the flow fields we 

studied. We discovered that the relationship between frac-
tion of time affected and sensitivity threshold dropped off 
more steeply at low thresholds than high thresholds for 
velocity gradients, but showed the opposite trend for accel-
erations. This result indicates that it is important to deter-
mine which aspects of turbulent flow (velocity gradients or 
accelerations) cause damage to or stimulate reactions by 
plankters before determining the consequences of differ-
ent flow regimes to these organisms. Since the fraction of 
time affected falls off much more quickly with increasing 
thresholds in ∂u/∂z than it does with increasing thresholds 
in acceleration for sensitive larvae (i.e., those affected more 
than 10 % of the time), there may be advantages and disad-
vantages to reacting to one of these signals versus the other. 
For example, reacting to accelerations provides robust-
ness of behaviors against small variations in thresholds 
among individuals or for an individual over time. However, 
reacting to velocity gradients allows organisms to quickly 
change how they travel in the flow environment by making 
only a small change in reaction threshold (e.g., based on 
developmental stage). As expected, longer reaction times 
(treact) cause larvae to miss the many transitory fluctuations 
experienced in realistic flow, so measurement of reaction 
times may be important to understanding the flow regimes 
that cause various species of larvae to respond and thus 
the environments in which they are induced to settle. We 
also find that larval buoyancy does alter their trajectories, 
as other models of density effects on the transport of small 
bodies across vortices also predict (e.g., Crimaldi and Zim-
mer 2014), yet buoyancy has little effect on the percent of 
time that larvae spent affected by the two flow fields we 
analyzed.

While we focus on flow that mimics the turbulent, oscil-
latory water motion near well-developed fouling communi-
ties, it would be interesting to extend this work to realistic 
flow characteristic of other marine habitats. For instance, 
our results could be compared to the temporal patterns of 
accelerations and velocity gradients measured for larval 
trajectories near fouling communities of different rough-
ness, or near other types of benthic communities (e.g., coral 
reefs) exposed to bigger waves or more rapid currents. 
In addition, similar analyses for the trajectories of small 
organisms in both harbors and the open ocean in calm ver-
sus stormy weather would further help us understand what 
fluid forces zooplankton experience in the ocean and how 
the variation in these forces might provide information to a 
zooplankter about its location.

Additionally, although our focus was on the settlement 
of microscopic larvae into benthic communities, our results 
also apply to other ecologically important processes such 
as the transport of zooplanktonic prey to benthic predators 
(Robinson et  al. 2013), the dispersal of gametes, spores, 
or larvae released by benthic organisms (Thomas 1994; 
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Szmant and Meadows 2006; Crimaldi and Zimmer 2014), 
and the transport and mating interactions of demersal zoo-
plankton (Sutherland et al. 2011).

Technical lessons

We found that PIV resolution has a strong effect on the 
velocity fields we measured, as has been seen for other flow 
fields, both measured (Lavoie et al. 2007; Worth et al. 2010; 
Buxton et al. 2011) and simulated (Antonia and Mi 1993; 
Antonia et  al. 1994; Donzis et  al. 2008). In addition, we 
found that velocity gradients in our realistic flows are much 
more sensitive to PIV resolution than are the velocities, as 
had been shown in earlier studies of more idealized flow 
(Donzis et  al. 2008). While our medium- and fine-resolu-
tion PIV is sufficiently well resolved to measure velocities 
and accelerations, our medium resolution is not sufficient 
to accurately measure velocity gradients. Since trajectories 
of larvae are calculated from the velocity field, we find that 
our medium and fine resolutions are sufficient to accurately 
determine larval trajectories.

We found that the spatial resolution of PIV measure-
ments also has a strong effect on the temporal pattern of 
velocity gradients that the simulated larvae experience. 
At higher resolution, the velocity gradients experienced 
by a larva fluctuate more rapidly in time and reach higher 
magnitudes than they do when calculated using PIV data 
at lower resolution. The net result is that simulated larvae 
spend a greater amount of time in large velocity gradients 
and thus spend a greater fraction of their time affected by 
the flow if our calculations are done using high-resolution 
PIV data than if done using low-resolution data. This is 
true at all thresholds, but becomes most apparent if the 
threshold is high (i.e., larvae are only affected by very large 
velocity gradients that occur infrequently).

Caution should be taken when using flow fields meas-
ured from PIV to determine the temporal patterns of veloc-
ity gradients experienced by microorganisms in flow, or to 
determine the rotation rates of such organisms. Even our 
best-resolved flow field of ~η, which is within the typi-
cally recommended spatial resolution regime of less than 
3η (Antonia and Mi 1993; Antonia et al. 1994), may be to 
be too coarse. This indicates that experimenters interested 
in accurately capturing velocity gradients or vorticity for 
organisms smaller than the Kolmogorov length should 
probably aim for Δx =  0.5η, a resolution shown to have 
good overlap of the probability density functions (PDFs) of 
velocity gradients in idealized turbulent flow (Donzis et al. 
2008). Future studies could confirm this recommendation 
by using our method in a flow field with even higher reso-
lution than we attempted with our experimental setup (ide-
ally at least 0.25η), which would require a field of view that 
is much smaller than the one employed in our experiments. 

Unfortunately, there is a trade-off between using high spa-
tial resolution and using a field of view that is large enough 
to capture large structures in the flow and to follow long 
trajectories of larvae or particles. Arrays of synchronized 
cameras could be used to measure flow over larger areas 
at high resolution, but PIV at such high spatial resolution 
may also suffer from error due to noise (Saarenrinne and 
Piirto 2000; Tanaka and Eaton 2007). Thus, it could be a 
productive avenue of future study to explore simulated lar-
val trajectories in flows computed using direct numerical 
simulation of the Navier–Stokes equation (DNS) at high 
resolution, and to find models to connect under-resolved 
Eulerian PIV flow fields to accurate Lagrangian tempo-
ral patterns of velocity gradients. Calculations that use 
models to determine the time series of velocity gradients 
along Lagrangian trajectories (summarized in Meneveau 
2011) may prove useful in understanding and generalizing 
the temporal patterns of velocity gradients along trajecto-
ries and could be a good complement to the experimental 
approach used here.

Since the behavioral responses of larvae exposed to very 
brief and rare encounters with high velocity gradients are 
not yet known, it is unclear whether the calculated differ-
ences in fraction of time affected for larvae simulated in 
the three flow resolutions is important for the fate of these 
larvae. Therefore, another interesting direction for future 
study is to couple the velocity gradients to larval behavior, 
both by simulating swimming organisms that rotate accord-
ing to the measured instantaneous vorticity of the flow, and 
by coupling the larvae reaction above some threshold in 
velocity gradient or acceleration to a behavior that alters 
their trajectory, such as cessation of swimming.

In contrast to our results for velocity gradients, we find 
that the temporal pattern of accelerations that larvae experi-
ence along their trajectories does not change significantly 
within the range of PIV resolutions we used. The near over-
lap of the PDFs for velocity (Fig. 5) and the close match 
of average velocities shown in Table  1 between measure-
ments taken at fine and medium resolution show that our 
medium resolution (2η for lower energy wave and 6η for 
higher energy wave) is sufficient for measuring velocities 
and trajectories. Providing the organism does not react to 
velocity gradients, and accurate rotations of the organism 
in flow are not needed, resolution can be quite coarse for 
accurate measurements of trajectories and accelerations.

Organisms larger than the Kolmogorov length can aver-
age the flow field over their body size. Therefore, to meas-
ure flow fields that accurately capture trajectories of and 
flow signals experienced by larger organisms, the spacing 
between vectors can be much larger. For such cases, the 
spacing between flow velocity vectors needs to be only 
half of the length of the shortest axis of the organism (e.g., 
diameter for a spherical or cylindrical organism) so that 
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spatial derivatives taken by central differencing average 
over this size.
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